
Behaviour & Information Technology

ISSN: (Print) (Online) Journal homepage: www.tandfonline.com/journals/tbit20

Using website referrals to identify unreliable
content rabbit holes

Kevin T. Greene, Mayana Pereira, Nilima Pisharody, Rahul Dodhia, Juan
Lavista Ferres & Jacob N. Shapiro

To cite this article: Kevin T. Greene, Mayana Pereira, Nilima Pisharody, Rahul Dodhia,
Juan Lavista Ferres & Jacob N. Shapiro (11 May 2024): Using website referrals to
identify unreliable content rabbit holes, Behaviour & Information Technology, DOI:
10.1080/0144929X.2024.2352093

To link to this article:  https://doi.org/10.1080/0144929X.2024.2352093

View supplementary material 

Published online: 11 May 2024.

Submit your article to this journal 

Article views: 61

View related articles 

View Crossmark data

Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=tbit20

https://www.tandfonline.com/journals/tbit20?src=pdf
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/0144929X.2024.2352093
https://doi.org/10.1080/0144929X.2024.2352093
https://www.tandfonline.com/doi/suppl/10.1080/0144929X.2024.2352093
https://www.tandfonline.com/doi/suppl/10.1080/0144929X.2024.2352093
https://www.tandfonline.com/action/authorSubmission?journalCode=tbit20&show=instructions&src=pdf
https://www.tandfonline.com/action/authorSubmission?journalCode=tbit20&show=instructions&src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/0144929X.2024.2352093?src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/0144929X.2024.2352093?src=pdf
http://crossmark.crossref.org/dialog/?doi=10.1080/0144929X.2024.2352093&domain=pdf&date_stamp=11%20May%202024
http://crossmark.crossref.org/dialog/?doi=10.1080/0144929X.2024.2352093&domain=pdf&date_stamp=11%20May%202024
https://www.tandfonline.com/action/journalInformation?journalCode=tbit20


Using website referrals to identify unreliable content rabbit holes
Kevin T. Greenea, Mayana Pereirab, Nilima Pisharodya, Rahul Dodhiab, Juan Lavista Ferresb and Jacob N. Shapiroa
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ABSTRACT
Does the URL referral structure of websites lead users into ‘rabbit holes’ of unreliable content? Past
work suggests algorithmic recommender systems on sites like YouTube lead users to view more
unreliable content. However, websites without algorithmic recommender systems have financial
and political motivations to influence the movement of users, potentially creating browsing
rabbit holes. We address this gap using browser telemetry that captures referrals to a large
sample of domains rated as reliable or unreliable information sources. Our results suggest the
incentives for unreliable sites to retain and monetise users create rabbit holes. After landing on
an unreliable site, users are very likely to be referred to another page on the site. Further,
unreliable sites are better at retaining users than reliable sites. We find less support for political
motivations. While reliable and unreliable sites are largely disconnected from one another, the
probability of traveling from one unreliable site to another is relatively low. Our findings
indicate the need for additional focus on site-level incentives to shape traffic moving through
their sites.

ARTICLE HISTORY
Received 5 June 2023
Accepted 25 April 2024

KEYWORDS
misinformation; rabbit hole;
web navigation

1. Introduction

Does the URL referral structure of websites lead users
into ‘rabbit holes’ of unreliable content? Previous
studies have often focussed on how YouTube’s rec-
ommendation system may send users down ‘rabbit
holes’ of unreliable content (Chen et al. 2022; Hussein,
Juneja, and Mitra 2020; O’Callaghan et al. 2015; Papada-
mou et al. 2022; Santos, Lelkes, and Levin 2021; Taran-
tola 2021) or extreme content (Hosseinmardi et al. 2021;
Ledwich and Zaitsev 2019; Ribeiro et al. 2020).

However, the formation of rabbit holes has not been
extended to websites that do not rely on recommender
systems. For these websites, there are also incentives
for influencing the navigation of users. First, the atten-
tion economy offers sites the opportunity to profit off of
their users, often through ad revenue (Davenport and
Beck 2001; GDI 2019; Ryan et al. 2020) creating finan-
cial incentives for all types of sites to retain users.
Importantly, if unreliable sites are better at retaining
users (more ‘sticky’), users will likely be exposed to
more unreliable content. Rabbit holes may form as
sites aim to retain users by embedding links to
additional pages on their site.1

Second, while past work has found that political
interests of sites shape their outbound traffic patters
(Kaiser, Rauchfleisch, and Bourassa 2020; Sehgal et al.
2021; Starbird et al. 2018) the interests of the website

operators can also lead to rabbit hole formation. These
interests can be served by linking to other sites with
similar orientations and avoiding sites that provide con-
trasting information. Referring users to external unreli-
able sites provides another outlet for the formation of
rabbit holes.

Importantly, these incentives exist for both reliable
and unreliable information sources.2 However, if as
some have noted unreliable sites are partially partisan
(Acerbi 2019) or motivated by monetisation (Herasi-
menka et al. 2022), leading to the formation of link-
based rabbit holes, the downstream implication is that
users are likely to encounter content that is of low jour-
nalistic quality.

We address the formation of rabbit holes using data
on the reliability of a large sample of websites along with
traffic referral patterns between these sites. We measure
the reliability of media outlets using ratings created by
NewsGuard. We have reliability ratings for more than
1000 sites. We assess the potential for unreliable content
rabbit holes using anonymous privacy-preserving
aggregated data from a large sample of Edge web brow-
ser users who opted to share anonymized diagnostic
information with Microsoft.3 Our data capture every
outbound href referral from our list of sites. Href links
are often presented as clickable links that move users
to another page on the same site or another site entirely.
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Importantly, href links are an editorial decision made by
the site/author and thus actively push users to specific
types of sites. Our work makes a novel contribution to
our understanding of browsing rabbit holes, by looking
beyond the role of recommendation systems, to include
the incentives of website operators.

Our results suggest the financial incentives of sites to
retain users to drive revenue lead users into unreliable
content rabbit holes. After landing on an unreliable
site, the next referral is very likely to lead to an
additional page on the site, meaning users are likely to
view additional unreliable content. While this financial
incentive exists for all sites, we find that unreliable
sites are especially good at retaining users.

We find only limited support that the political incen-
tives of sites lead to unreliable content rabbit holes. We
do observe that reliable and unreliable sites are largely
disconnected from one another. However, the prob-
ability of traveling from one unreliable site to another
is relatively low. We reach the same conclusions when
looking at the embedded links within sites, site referral
traffic, and after applying statistical matching techniques
to adjust for differences in the total traffic of reliable and
unreliable sites. Finally, we find that reliable sites rarely
drive traffic to unreliable sites, suggesting that fact-
checking drives little traffic to unreliable content. How-
ever, we do observe a small set of reliable sites directing
users to unreliable sites. Over 90% of these referrals
come from four right-wing sites, the Drudge Report,
Townhall, Hotair, and Real Clear Politics.

2. Related work

Past work has focussed on how algorithmic systems,
such as YouTube’s recommendation system, can lead
users down ‘rabbit holes’. An unreliable content rabbit
hole occurs as users are taken from one topic to more
extreme or unreliable content, often without their
awareness. The concern is that as recommendation sys-
tems aim to increase engagement by presenting
additional content that is similar to what users viewed
in the past, a user could unknowingly arrive at unreli-
able content. For example, a study by Papadamou
et al. (2022) found that users were recommended
more pseudoscience content based on their watch his-
tory. However, more recent work has questioned if the
consumption of low-quality content is driven by algor-
ithms. A study by Chen et al. (2022) found that most
consumption occurred from users who subscribed to
conspiracy theory channels.

Additional work suggests that the broader incentives
of websites to shape the movement of users may also
create the potential for rabbit holes, even without the

use of algorithmic recommendations. First, a growing
literature has made the case that there are more general
financial incentives to shape the flow of online traffic.
The ‘attention economy’ offers sites the opportunity to
profit off of their users, often through ad revenue
(Davenport and Beck 2001; GDI 2019; Ryan et al.
2020). One means of profiting is to retain users on
your site, increasing views and engagements with ads.

Second, past work also makes the case that there may
be political incentives to direct users to particular sites.
Website operators may be motivated to direct users to
sites that promote their political positions while steering
them away from contrary evidence. Kaiser, Rau-
chfleisch, and Bourassa (2020) find that inlinks to far-
right alternative media outlets predominantly came
from other far-right sites. Sehgal et al. (2021) reach a
similar conclusion finding that there are strong referral
connections between unreliable sites. These motivations
appear to expand beyond the left-right dimension, as
others have found that reputable media organisations
are unlikely to link to those that promote unreliable
information. For instance, Hanley, Kumar, and Duru-
meric (2022) find that sites pushing conspiracy theories
were rarely linked to by reliable media outlets, but were
often linked to by other low-quality sites, while Starbird
et al. (2018) find distinct clusters for the alternative
media and mainstream media.

We build on these three previously unconnected lit-
eratures to evaluate if the broader financial and political
incentives of websites lead to rabbit hole of unreliable
content.

3. Materials and methods

To evaluate the evidence for navigational rabbit holes
we first need a list of sites that have been identified as
unreliable information sources, as well as a set of sites
that are reliable information sources. Consistent with
previous work we measure the reliability of the infor-
mation at the publisher level, rather than at the story
level (Grinberg et al. 2019; Lazer et al. 2018). To
measure the reliability of domains we use the list of
domains compiled by NewsGuard.4 NewsGuard is a
company that rates the journalistic quality of of thou-
sands of news websites, accounting for a majority of
traffic to news sites (NewsGuard 2021). Their evaluation
is based on a set of nine criteria, including evaluating if
sites publish false content, correct factual errors, and
effectively separate news from opinion. Sites that receive
an overall score that falls below 60 out of 100 are
classified as unreliable information sources. Domains
with a score of 60 or greater are classified as reliable
information sources. We include both unreliable and
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reliable sites because, without a comparison group, it is
impossible to know if our findings are indicative of
unreliable sites, or a broader feature of online media.
This is particularly important because modern media
companies are set up to retain traffic, meaning that
rabbit hole effects might just be online media effects.
Figure 1 displays the distribution of NewsGuard scores
for websites in our study.

To measure referrals within and between sites we col-
lect one month of telemetry data from the Microsoft
Edge browser. The Edge logs provide traffic information
for roughly 10% of the desktop browsing activity in the
United States (StatCounter 2021), accounting for
millions of users. This data was collected from users
who had opted to share diagnostic information.5 Our
analysis begins on February 23rd and ends on March
22nd. For each domain rated by NewsGuard, we collect
its inbound and outbound traffic information. Inbound
traffic measures the domains visited before the domain
of interest, while outbound traffic measures the domains
visited after the domain of interest. We collect all traffic
that results from referrals from href links. Importantly,
while direct referrals may not capture all the potential
sites users could have arrived at (not all embedded
links will be clicked), they do capture all direct naviga-
tions from one page to another. Additionally, we also
opt for href referrals rather than all browsing navigation

(back/forward navigation, favourites bar, etc.) as they
might pick up incidental movement between sites,
rather than a link intentionally aiming to move a user
to another page or site.

For our study, there are three quantities of interest.

(1) The number of outbound referrals that are self-
referrals. These represent instances where a user is
retained on a site and are likely to view additional
content. As noted previously, sites are incentivized
to retain users to increase ad revenues. However, if
unreliable sites are more sticky than reliable media
sites, the consequence is users will likely be exposed
to more unreliable content.

(2) The number of outbound referrals that lead to
external unreliable sites. Unreliable sites may link
to other unreliable sites because of their shared pol-
itical views, while the expectation is that reliable
sites will not frequently link to unreliable domains
(Sehgal et al. 2021; Starbird et al. 2018).

(3) The number of outbound referrals that lead to
external reliable sites. This is an important measure
for understanding the potential for rabbit holes
because reliable outlets generally represent a higher
quality set of information. If unreliable sites provide
few links to external reliable sites, users are more
likely to continue engaging with unreliable content.

Figure 1. Distribution of NewsGuard scores in our study. The size of the points on the x-axis correspond to the logged web traffic for
sites at that score. The dotted line delineates sites NewsGuard rates as trusted, from those they rate as not trusted.
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4. Results

4.1. The stickiness of unreliable sites

To begin our assessment of unreliable content rabbit
holes, we evaluate if unreliable sites are more sticky
than reliable sites (Quantity of Interest 1). If unreliable
sites are better able to retain users, they are likely to
view more unreliable content. While past work has
tended to filter out internal site navigation in favour
of evaluating the external sites that drive traffic to unre-
liable sites, internal navigation on unreliable sites leads
users to additional unreliable content and serves as
one means of forming unreliable content rabbit holes.

To assess this quantity for each site we calculate the
proportion of its outbound referrals that are self-refer-
rals (links leading to additional pages on the site). We
find that, for our sample, roughly 68% of the total refer-
rals to unreliable sites come from internal navigation
(self-referrals).6 For comparison, roughly 60% of refer-
rals to reliable sites come from internal navigation.
For additional context, the most trafficked unreliable
site, Breitbart, receives roughly 96% of its inbound
traffic from self-referrals.

To compare the overall differences in stickiness
between unreliable and reliable domains, we calculate
the proportion of incoming referrals that are self-refer-
rals for each domain. For unreliable sites, the median
proportion of self-referrals is roughly.98, while this
value for reliable sites is around .75. We report a box
plot of the self-referencing proportion of unreliable
and reliable sites in Figure 2. As noted previously, the
average level of self-referrals is considerably higher for
unreliable sites than for reliable sites. The results of a
t-test indicate that these differences are statistically sig-
nificant (t =−15.72, p<0.0001, n = 1265). Because there

are a variety of types of sites (aggregators, news sites,
etc.) in Figure 2 (right), we re-estimate our results
including only sites that engage in original reporting.
This helps ensure that our results capture differences
in site reliability rather than other site-level differences.
The substantive results of the analyses are unchanged,
unreliable sites are more likely to self-refer (t =
−14.97, p<0.0001, n = 1215).

4.2. Referrals to unreliable sites

The previous analysis establishes that unreliable sites are
more likely to self-refer. The impact of this result is that
once a user is on an unreliable site, they are likely to
access additional unreliable content. This is one piece
of evidence in support of the formation of unreliable
content rabbit holes. Additional evidence of rabbit
holes would be frequent referrals between unreliable
sites and few referrals from unreliable to reliable sites
(Quantities of Interest 2 and 3). Previous work finds
support for this expectation when examining a smaller
sample of sites (Kaiser, Rauchfleisch, and Bourassa
2020; Sehgal et al. 2021; Starbird et al. 2018).

To assess referrals to unreliable sites we calculate the
proportion of outgoing referrals that lead to unreliable
sites for each domain. We observe that the median
level of referrals to unreliable sites is considerably higher
for unreliable sites than for reliable sites. In fact, for
reliable sites, the proportion of referrals to unreliable
sites is close to zero. The results of a t-test indicate
that these differences are statistically significant (t =
−120.94, p<0.0001, n = 1265). These results are reported
as violin plots in Figure 3. Violin plots illustrate that
while the median proportion of referrals to unreliable
sites is similar across reliable and unreliable sites after

Figure 2. The proportion of incoming referrals that are self-referrals for unreliable and reliable domains. The subplot on the left uses
all domains, while the subplot on the right uses only news sites that conduct original reporting.
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removing self-references, the overall distributions are
distinct. We also calculate the proportion of outgoing
links that lead to reliable sites. In Figure 3 we see that
reliable sites are much more likely to refer traffic to
other reliable sites relative to unreliable sites. Again,
we find that most referrals from reliable sites lead to
other reliable sites. On the other hand, unreliable sites
rarely refer traffic to reliable sites. The results of a t-
test indicate that these differences are statistically sig-
nificant (t =−121.31, p<0.0001, n = 1265). Our findings
are consistent with previous work that finds that main-
stream media sites are unlikely to link to conspiracy
sites (Hanley, Kumar, and Durumeric 2022).

Next, we rerun the previous analysis, now removing
referrals that are self-referrals (Figure 3(A,B), right). By
excluding these observations, we get a measure of the
likelihood of a site linking to another unreliable or

reliable site. This allows us to see if sites are forming
unreliable content rabbit holes by linking to other unre-
liable sites. As noted previously, most outbound refer-
rals are self-referrals. We observe that while unreliable
sites are more likely to link to other unreliable sites
than reliable sites, the median levels are considerably
lower when removing self-referrals. This suggests that
on average, the formation of rabbit holes is likely to
be based around unreliable sites retaining users on
their site while limiting links to reliable media sites,
rather than building a larger community of unreliable
sites.

4.3. Analyzing embedded links in sites

Thus far we have relied on data that captures users
moving within and between sites through referrals.

Figure 3. The proportion of outgoing referrals that lead to reliable sites (A) and unreliable sites (B). The subplots on the left include
self-referrals, while the subplots on the right remove self-referrals.
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While this measures the actualised network of connec-
tions between sites, it may not capture all the embedded
links on a site. Unreliable sites might link to reliable
media at the same rate as reliable sites, but users choose
not to engage with these links. Given that unreliable
sites are likely to be frequented by different types of
users than more reputable sites (Guess, Nagler, and
Tucker 2019) and recent findings that YouTube rabbit
holes are partially explained by demand effects (Munger
and Phillips 2022), addressing this limitation is an
important one.

To this end, from our sample of NewsGuard sites, we
take a random sample of 100 unreliable and 100 reliable
sites and collect the links to each article on the site. For
each site, we randomly select 25 articles and extract all
the embedded URLs from the text of each article.
Each URL is then checked against NewsGuard to ident-
ify if the domain is reliable or unreliable. As with our
previous analyses, we calculate the proportion of links
that lead to unreliable and reliable sources for each
domain. Importantly our approach does not capture
top and side panels which provide additional opportu-
nities for a user to navigate to other popular articles
on the site. Thus, we provide a conservative estimate
of the potential avenues to arrive at unreliable content.
We are also focussed on the links embedded in articles
as these are links that are likely to direct users to
additional content, rather than less visible links which
may be added for search engine optimisation.

Our results using embedded links are highly similar
to our previous results using traffic between sites (See
Figure 4). First, we observe that reliable sites are likely
to link to other reliable sites, while unreliable sites
almost never do. The results of a t-test indicate that
these differences are statistically significant (t =−13.12,
p<0.0001, n = 200). Second, consistent with our

previous results, we find that unreliable sites are very
likely to provide outbound links to other unreliable
sites, while this rarely happens for reliable sites. The
results of a t-test indicate that these differences are stat-
istically significant (t =−15.22, p<0.0001, n = 200). In
sum, whether we investigate the navigational patterns
between sites or the embedded URLs contained on
sites, we observe a clear difference between reliable
and unreliable sites. Once on an unreliable site, a user
is likely to be presented with links to additional unreli-
able content and to be referred to this content.

4.4. Referrals to unreliable sites from reliable
sites

As we have previously noted the likelihood of being
referred from a reliable site to an unreliable site is extre-
mely low. However, we do observe some reliable sites
referring traffic to unreliable sites. These are worth
exploring more closely for several reasons. First, reliable
sites leading people to unreliable sites may be leading
users to locations with widely different journalistic stan-
dards. Further, because users are being referred by
reliable sites, this credibility may be conferred to
unreliable sites. Second, different mechanisms might
lead to referrals from reliable sites to unreliable sites.
Popular sites such as CNN or the The Washington
Post may be inadvertently leading users to unreliable
sites by linking to these sites in fact-checks. Alterna-
tively, reliable sites might be referring traffic to unreli-
able sites with whom they are ideologically aligned.
Kaiser, Rauchfleisch, and Bourassa (2020) previously
noted topical and hyperlink similarities between right-
wing and far-right sites. Identifying the sites that are
bridging the unreliable-reliable divide might help us to
better understand how unreliable content makes its

Figure 4. The proportion of embedded URLs that lead to reliable sites (left) and unreliable sites (right).
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Figure 5. A directed graph presenting all the reliable sites referring traffic to unreliable sites. There are 51 in total (Top). The top four
reliable sites referring to unreliable sites (Bottom). In total, these sites account for 90% of the referrals from reliable sites to unreliable
sites. Green nodes represent reliable sites, while red nodes represent unreliable sites. The size of each node is based on its weighted
out-degree.
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way into the broader discourse and provide useful infor-
mation for groups rating the information quality of web
domains.

In Figure 5 we present each reliable site that referred
traffic to unreliable sites. We find 51 reliable sites lead-
ing to over 200,000 referrals to unreliable sites. Our
findings also reveal a clear pattern, the reliable sites
that refer traffic to unreliable sites are overwhelmingly
right-leaning. Roughly 90% of the referrals from reliable
sites to unreliable sites come from four right-leaning
sites, the Drudge Report, Townhall, Hotair, and Real
Clear Politics. The unreliable sites being referred to are
also overwhelming on the political right. Nine of the
ten most referred sites are right-leaning and included
outlets such as Breitbart, Redstate, PJ Media, and the
Federalist.7 Figure 5 displays all the reliable sites refer-
ring to unreliable sites, as well as all the unreliable
sites being referred to by the top four referring sites.

5. Conclusion

Using browser telemetry data, we measure the traffic to
and from unreliable and reliable sites to evaluate the
potential for navigational rabbit holes. Our results
uncover evidence consistent with unreliable content
rabbit holes. First, we find that after landing on an unre-
liable site, successive referrals are highly likely to lead to
additional unreliable sites. In part, this is due to unreli-
able sites providing links to other unreliable sites. How-
ever, most movements to unreliable sites come from
internal site navigation, suggesting financial rather
than political incentives. Our results indicate that unre-
liable sites are more sticky than reliable sites. In
addition, unreliable sites provide few links and lead to
little navigation to reliable sites. We find analogous
results for reliable sites. Reliable sites often refer traffic
to other reliable sites and seldom refer traffic to unreli-
able sites. The exceptions are a small number of right-
wing sites that refer users to other ideologically similar
unreliable sites.

6. Discussion

Our work builds on past efforts and suggests websites
have additional ideological and financial incentives to
direct users to specific locations (Davenport and Beck
2001; Kaiser, Rauchfleisch, and Bourassa 2020; Sehgal
et al. 2021). We evaluate if these incentives in turn
shape the types of links present on a site, and where
users are referred, creating a potential rabbit hole of unre-
liable information. We find on average, unreliable sites
present more links to additional pages on their site, help-
ing to retain users and monetise their browsing activity.

Further, we find that unreliable sites present users with
links to additional unreliable sites, but very few links to
reliable media sites. This suggests the need to consider
not only the content created by unreliable sites but also
how they retain users or push them to other dark parts
of the internet. Given how sticky unreliable sites appear
to be, an increased focus on the monetisation capabilities
of unreliable sites also appears warranted.

Our findings could also be considered in relation to
filter bubbles. Filter bubbles occur when users primarily
engage with content that aligns with their preexisting
beliefs (Areeb et al. 2023; Baeza-Yates 2018; Brown
et al. 2022). When evaluating online platforms, the evi-
dence for the existence (Eady et al. 2019; Guess 2021;
Guess et al. 2018) and impact (Nyhan et al. 2023) of
filter bubbles is mixed. However, when evaluating the
evidence for filter bubbles past work has most often
focussed on the political orientation of content. Our
findings suggest that the quality of domains may be
another dimension where users can enter filter bubbles.
In particular, users who navigate to a low-quality site are
likely to encounter many additional links to sites with
similar standards and very limited exposure to domains
with higher journalistic standards. Further, these poten-
tial filter bubbles can occur without the need for recom-
mender systems, instead relying on the incentives of
website operators to maintain traffic.

However, it is important to note several limitations of
the study. First, much of the work on rabbit holes is
about users being shown increasingly extreme content.
As most news sites do not operate using similar recom-
mender systems, our results cannot make any claims
about sites radicalising individuals. Further, because of
the nature of our data, we are not following individual
users over time to track the evolution of their browsing
behaviour. Second, there may be observable differences
between unreliable and reliable sites that influence their
referral patterns. In the Supplemental Files, we conduct
additional analyses to account for the differences in total
external referrals for unreliable and reliable sites. These
results are consistent with those included in the main
text. Third, our primary data measures referrals, rather
than all the embedded links on a site. As the users that
visit unreliable sites are likely different than those that
visit reliable sites (Guess, Nyhan, and Reifler 2018;
Guess, Nagler, and Tucker 2019; Osmundsen et al.
2021) we cannot rule out that our results are driven
somewhat by user choice. However, our evaluation of
all the embedded links in a sample of sites supports
our primary findings. Further, others have observed
that unreliable sites rarely provide outlinks to reliable
media and vice-versa (Sehgal et al. 2021; Starbird et al.
2018). Fourth, while we do not find much evidence
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that users arrive at unreliable sites directly from reliable
sources, reliable media may still play a role in spreading
unreliable content (Watts and Rothschild 2017; Watts,
Rothschild, and Mobius 2021). Fifth, one challenge
with using web referral data is that domains may try
to mask there traffic patterns using link redirection.
However, for this to have an impact on our results we
would need to assume that unreliable site use redirect
preliminary when linking to reliable sites. However,
we have no theoretical explanation for why unreliable
sites would want to mask their track to reliable and
not unreliable domains. Further, analyses of the URLs
embedded on these domains, does not indicate con-
siderable use of redirects. Finally, our analyses rely on
lists of unreliable and reliable sites that are mostly
viewed in the United States and are primarily in English
and should be replicated in other contexts.

Ethical Considerations: As the study involves the use
of user browsing data, we provide several safeguards to
protect user privacy. First, all data were collected with
user consent. Second, all personally identifying infor-
mation was removed, so that the authors do not have
access to individual users’ data. Third, the user data
was aggregated to the domain level. Thus the infor-
mation available to the authors is traffic flows from
one domain to another. This aggregation means that
we are not able to observe the behaviour of a single
user or group of users.

Notes

1. Because past efforts have mostly ignored internal page
navigation, this avenue for exposure has been largely
overlooked.

2. Further, this does not mean that mainstream reliable
media play no role in spreading unreliable information
(Watts and Rothschild 2017; Watts, Rothschild, and
Mobius 2021).

3. All personally identifiable information (PPI) was
removed.

4. We use NewsGuard because it provides more detailed
information on the type of reporting each site carries
out than other raters, while being widely used in aca-
demic work (Aslett et al. 2022; Edelson et al. 2021;
Guess et al. 2021) and very highly correlated with
other rating agencies (Lin et al. 2023).

5. To ensure privacy and confidentiality, the data was
anonymized and aggregated at the point of collection,
thereby removing any personal or identifying
information.

6. This is consistent with Chen et al. (2022), who find that
internal navigation makes up much of the traffic to The
Gateway Pundit.

7. Links to PJ Media and Redstate from Townhall, and
Hotair are not surprising as they are all members of
the Townhall Media group.
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